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Master equations can be conveniently used to investigate many particle systems driven out of equilibrium by
time-dependent external fields. This topic is of vital interest in connection with fluctuation theorems and the
associated microscopic work and heat distributions. We present an exact Monte Carlo simulation algorithm,
which allows us to study interaction effects on these distributions. The method is applied to an Ising chain with
Glauber dynamics. We find that the distributions are characterized by � and step functions with a smooth part
in between. With decreasing sweeping rate of the external field or decreasing interaction strength, the singular
part becomes less dominant and the Gaussian fluctuation regime is approached.
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In nonequilibrium statistical physics work function theo-
rems have received much attention recently, which connect
nonequilibrium averages of microscopically defined work
and heat quantities with equilibrium thermodynamic poten-
tials �for reviews, see �1,2�, and references therein�. The per-
haps most popular is the Jarzynski theorem �3�,

�exp�− �W�� = exp�− ��F� , �1�

where W is the microscopic work for a given external proto-
col, which drives a system from an initial equilibrium state to
another state during an observation time t, �F is the free-
energy difference between the initial and target state, and �
=1 /kBT is the inverse thermal energy. The averaging is per-
formed over the work distribution ��W , t� that can be
sampled from the set of all trajectories under the given ex-
ternal protocol.

To determine ��W , t� even for simple systems is a difficult
task and so far not much is known of its form and possible
generic features. Exact solutions have been obtained for a
classical two-level system �4� and a forced quantum oscilla-
tor �5�. If the driving is quasistatic, such that the system’s
state is in thermodynamic equilibrium with respect to the
instantaneous values of the external parameters, ��W , t� is a
delta function at the macroscopic �thermodynamic� work
value Wm. If the system is driven slowly enough to be close
to thermodynamic equilibrium, a Gaussian distribution with
mean Wm is obtained.

Almost no investigations have been carried out yet for
interacting systems since it is difficult to determine ��W , t�
with sufficient accuracy in simulations or experiments.
Based on the time-evolution equation for ��W , t�, Imparato
and Peliti succeeded to derive a mean-field solution by con-
sidering the coupling of an external driving field to a collec-
tive variable of an Ising-like system �6�. To go beyond such
mean-field treatments one has to rely on simulations.

Conceptually simple for theoretical studies are stochastic
processes governed by a master equation �as, e.g., the Ising
model and its variants�, where trajectories can by generated
by kinetic Monte Carlo simulations. For transition rates with
explicit time dependence in response to external fields, the
question arises how to set up an efficient and exact algo-
rithm. A straightforward extension of standard procedures is

to discretize time in sufficiently small intervals. This proce-
dure has been applied recently to calculate work distributions
for the dynamics of a single spin system �7�. However, dis-
crete time algorithms are always approximate and require
very small time steps for rapid changes of the external fields.

In this Rapid Communication we present an exact
rejection-free continuous-time Monte Carlo algorithm and
demonstrate that it allows one to determine with high accu-
racy the work distribution for Ising spin systems driven by a
time-varying external magnetic field. The algorithm is a gen-
eralization of the first reaction method �FRM� �8� to time-
dependent transition rates by Jansen �9� who extended a
similar approach developed already in 1978 by Gillespie
�10�. The FRM and its high efficiency for time-dependent
transition rates has not been exploited for the problem of
calculating nonequilibrium work or heat distributions �11�.

Let us consider a system, which can change its microstate
k to a microstate l at time t with transition rate wlk�t�. In the
FRM a sequence of microstates j� , j�+1 , . . . reached at times
t� , t�+1 , . . . is generated. Let the system be in state j� at time
t�. The FRM then consists of the following steps:

�a� For each possible transition to a state k, draw a random
“trial time” �k

��� from

�k���t�� = −
d

d�
exp�− 	

t�

�

d��wk,j�
����
 . �2�

Note that �k�� � t�� is normalized if wk,j�
���	0 for all times.

�b� Determine the transition to the state j�+1, which cor-
responds to the minimum of the set ��k

����,

t�+1 = min
k

��k
���� . �3�

�c� Advance the simulation time to t�+1 and perform the
transition j�→ j�+1. Go back to step �a�.

It is important that for short-range interactions, new ran-
dom times in step �a� have to be drawn only for a few tran-
sitions. This is best illustrated for a single-flip dynamics of
an Ising model, see Fig. 1. More generally, we can say: if for
a state n accessible from state j�+1, a state m accessible from
a state j� exists, such that wn,j�+1

�t�=wm,j�
�t� for t	 t�, then

PHYSICAL REVIEW E 80, 020101�R� �2009�

RAPID COMMUNICATIONS

1539-3755/2009/80�2�/020101�4� ©2009 The American Physical Society020101-1

http://dx.doi.org/10.1103/PhysRevE.80.020101


one can set �n
��+1�=�m

���. This setting is justified since
�n�� , t�+1�
�m�� , t�� from Eq. �2� �12�. For all other states k,
�k

��+1� has to be drawn anew.
For the practical implementation of the FRM, we need to

draw random numbers from ����=exp�−
t0
� d��w����� in an

efficient manner. This is indeed possible for general forms
w���: if r� �0,1� is a uniformly distributed random number,
we obtain from the transformation method 1−r=���� or

f���t0� = 	
t0

�

d��w���� = − ln�1 − r� . �4�

Since w��� is positive definite, f�� � t0� is a monotonously
increasing function of �. Hence f�� � t0� can be inverted with
respect to �, yielding the transformation formula

� = f−1�− ln�1 − r�;t0� . �5�

Dependent on the problem under study, the inversion can be
carried out in different ways, e.g., by analytical means or a
quick root finder.

As an example we consider the single spin-flip Glauber
dynamics of an Ising chain of N spin variables �i= 
1 with
coupling constant J,

H��,t� = − J�
i=1

N−1

�i�i+1 − h�t��
i=1

N

�i, �6�

where � denotes the set of the �i and h�t� is a time-
dependent external field following a ramp protocol:

h�t� = �h0

th
t , 0 � t � th

h0, t 	 th.
� �7�

The ith spin is stochastically flipped with the �detailed bal-
anced� Glauber rates

wi���t�,t� =
�

1 + exp���H�t��
, �8�

where �H�t� is the energy difference between the state after
and before the flip. We use the thermal energy and inverse
attempt frequency as energy and time unit, respectively, i.e.,
kBT=�−1=1 and �=1.

For Eqs. �7� and �8� the inversion in Eq. �5� can be done
analytically with the following result:

�i� If t�� th,

�i = �−
1

ai
ln�Ci�t���1 − r�ai − Ai� , r � rh

th −
Ci�th�
e−aith

ln��Ci�t��
Ci�th�


ai

�1 − r�� , rh � r ,� �9�

where ai=�i�t��h0 / th, ln Ai=2J�i�t����i−1�t��+�i+1�t��� �we
formally set �0�t�=�N+1�t�=0�, Ci�t�=Ai+exp�−ait�, and rh
=1− �Ci�th� /Ci�t���1/ai.

�ii� If t�� th,

�i = th −
Ci�th�
e−aith

ln�1 − r� . �10�

We start from a thermalized set of spin configurations at
time t0=0 and sample the microscopic work W�t�
=
0

t dt��t�H���t�� , t��. For t� th in particular, we have W�t�
=−�h0 / th����=0

���−1�M�t���t�+1− t��+M�t��
��t− t��

��, where
M�t�=�i�i�t� and t��

is the largest transition time smaller
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FIG. 2. �Color online� Work distributions ��W� for �=1 sampled over Ntr=106 trajectories: �a� the simulated data are compared with the
exact analytical solution �full line� for a single spin system. The inset shows the corresponding heat distribution ��Q�; �b� simulated ��W�
for N=5 and three different interaction strengths J �dotted lines mark the � functions�.
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FIG. 1. Transition of an Ising spin configuration reached at time
t� to another configuration at time t�+1 for single-flip dynamics by
applying the FRM: at time t�, the “trial times” of spins 1 , . . . ,5 are
�1 , . . . ,�5. If �3 is smallest, the time is advanced from t� to t�+1

=�3 and the spin 3 flipped. After the transition, new “trial times” �2�,
�3�, and �4� have to be drawn only for those spins whose flip rates are
affected by the flip of spin 3. The times �1 and �5 remain
unchanged.
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than t. Simultaneously we determine the values of micro-
scopic heat Q�t�=�H�t�−W�t� transferred to the system,
where �H�t�=H�t�−H�0� is the difference between the ener-
gies of the final and initial spin configuration. By sampling
the values W�t� and Q�t� for a large number of trajectories
Ntr, we determine the work and heat distributions ��W , t� and
��Q , t�, respectively.

The resulting work distributions ��W , t� contain singulari-
ties consisting of delta functions and steps. The delta func-
tions A���W−W�� correspond to time evolutions, where the
system remains in the same microstate in the time interval
�0, t�. Since in our case the work depends only on M�t�, in
total N+1 delta functions occur corresponding to the pos-
sible values of Mk for the 2N spin configurations. The posi-
tions of the delta contributions are W�=−M�h0 �13�. Their
amplitudes satisfy A�=� jpj

eq exp�−
0
t dt�� j�t���, where the

sum runs over all spin configuration ��j� with the same value
M�=�i�i

�j�; pj
eq is the Boltzmann equilibrium probability and

� j�t�=�iwi���j� , t� is the total spin flip rate in the configura-
tion j. Since no heat is exchanged in the absence of transi-
tions, each delta function in ��W , t� gives a contribution to a
delta function at Q=0 in the heat distribution, i.e., the singu-
lar part of ��Q , t� is given by �kAk��Q�.

More generally, the work distribution ��W , t� can be de-
composed as ��W , t�=�n=0

� pn�t��n�W , t�, where pn�t� is the
probability that exactly n spin flips take place during time t
�14� and �n�W , t� is the work distribution under the condition
of exactly n spin flip. The n=0 contribution �no transitions�
yields the � functions discussed above. The n=1 contribution
yields steps at the positions W� of the � function �with the
exception of two � functions at minimum and maximum
work�. These steps can be explained as follows: to obtain a
value W�t� being infinitesimally different from W�, the spin
flip has to occur shortly before time t in an initial spin con-
figuration given rise to W�. The probability that this flip is in
the down-up direction, leading to a W�t� slightly larger than
W�, is, however, different from the reversed up-down direc-
tion, which leads to a W�t� slightly smaller than W�. Taking
into account the possible �H, the corresponding steps can be
seen in ��Q , t�. For n�2, the �n�W , t� yield smooth contri-
butions to ��W , t� without singularities.

We next discuss numerical results from our simulation

method. To this end we will analyze the work distribution
��W����W , t= th� at th=1 for different sweeping rates �
=h0 / th and interaction strength J �cf. Eq. �7��. First we test
the method by comparing ��W� for a single spin dynamics
with the analytical solution given in �4�. The excellent agree-
ment of the simulated data with the analytical solution dem-
onstrates the validity of the numerical procedure. As dis-
cussed above, two delta functions occur at W= 
1 with
weights A1=0.38 and A2=0.24. In the inset we show the
corresponding distribution of the heat. Based on the numeri-
cal procedure we are able to study also systems with many
interacting spins. Figure 2�b� shows ��W� for N=5 spins and
J=0, 0.2, and 0.5. Again we can clearly identify the delta
functions discussed above. With increasing J, the singular
part becomes more pronounced.

In order to understand the influence of the sweeping rate
at fixed interaction strength J=1, we analyze the results with
respect to the contributions �n�W���n�W , t= th=1� described
above. Figure 3�a� shows the corresponding weights pn for
three different sweeping rates. These weights approach a
Gaussian shape with decreasing �. For large ��10−1, pn
decays nearly exponential with n �not shown�. For interme-
diate sweeping rates 10−2���10−1, pn decomposes into
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FIG. 3. �Color online� �a� Probability pn of exactly n spin flips until th=1 for three different � and fixed N=5; �b� work distribution
�nM

�W� at the maximum nM =120 of pn for �=0.003. The inset shows the corresponding work distribution in comparison with that at �
=0.01.
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FIG. 4. �Color online� Onset frequency to the GFR as a function
of J. The upper inset shows a representative curve of the non-
Gaussian parameter G and the lower inset the mean number of spin
flips to reach the GFR as a function of J.
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two disjoint “smooth” parts for even and odd n, which both
can be approximated by a Gaussian. As a result, the pn has a
shape alternating between these two Gaussians, as can seen
from the inset of Fig. 3�a�. For sufficiently small sweeping
rates ��10−2 the two Gaussians approach each other so that
the pn can be effectively described by one Gaussian with a
maximum at nM. Looking at the dependence of �nM

�W� on W
at this maximum nM in Fig. 3�b�, we find a single peaked
function that close to its peak can again be approximated by
a Gaussian. As a consequence, the total work distribution
��W�, being dominated by pnM

�nM
�W�, has a nearly Gaussian

shape �see the circles in the inset of Fig. 3�b��. By contrast, at
large sweeping rates, ��W� is very different from a Gaussian
�see the triangles in the inset of Fig. 3�b��.

Finally we discuss, how, upon decreasing �, the Gaussian
fluctuation regime �GFR� is reached. To quantify the devia-
tion from a Gaussian, we introduce the non-Gaussian param-
eter G= ��W4� / �3��W2�2�−1, �W=W− �W�, and plot it as a
function of �−1 in the upper inset of Fig. 4. For small �−1, G
is negative, and with increasing �−1 eventually goes to zero.
Let us define the onset frequency for entering the GFR by
G����=10−3. As shown in Fig. 4, �� decreases exponentially

with J. This behavior can be understood from the corre-
sponding mean total number of spin flips n� necessary to
enter the GFR, which increases linearly with J �see the lower
inset of Fig. 4�. This linear increase reflects longer range
correlations with increasing J, which imply a larger number
of total spin flips to rearrange spin configurations into states
closer to thermal equilibrium. With a typical spin flip time
�
exp��J� we obtain ��

−1
n��
J exp��J�, with ��3.2.
In summary, we presented an efficient method to study the

work and heat distributions in nonequilibrium systems whose
dynamics is governed by a master equation. Results were
discussed for Glauber dynamics of an Ising chain during the
switching of a magnetic field. These allowed us to gain in-
sight into the structure of the distributions and its depen-
dence on the rate of the external driving, on the number of
degrees of freedom �spins�, and on the interaction strength.
In particular the transition from the behavior far from equi-
librium to the GFR could be investigated in detail. We hope
that our results will stimulate further research on these chal-
lenging problems.
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